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Zdecydowana wigkszos$¢ (jezeli nie wszystkie) wielkosci rozwazanych w procesie badania i
analizy sytuacji spoteczno-demograficzno-gospodarczej konkretnego kraju, grupy krajow
badz konkretnego regionu ma charakter zmiennych losowych. Tzn. sa one funkcjami
okreslonymi na przestrzeni probabilistycznej o wartosciach nalezacych do znanego zbioru.
Jezeli wartosci te sg ponadto kwantyfikowalne, to mamy wéwczas do czynienia ze zmiennymi
losowymi o wartosciach liczbowych. Czesto badaniu poddawane sa nie pojedyncze zmienne
losowe ale ich stosownie dobrane ,,zestawy”, czyli zmienne losowe wielowymiarowe
nazywane takze wektorami losowymi.

Klasycznie rozumiana statystyka matematyczna, w konsekwencji takze klasyczna statystyka
opisowa, wypracowaty stosowng metodologi¢ opisu, badania i analizy wektorow losowych.
Charakterystyczng cecha tej metodologii jest wszakze fakt, ze badajac dany wektor losowy w
istocie badaniu poddaje si¢ jednowymiarowa zmienng losowa bedaca odpowiednio
zdefiniowang funkcjg zmiennych losowych stanowiacych ,,wspotrzedne” owego wektora.

W szeregu wczesniejszych prac autorzy niniejszego opracowania przedstawili propozycje
odmiennego od klasycznego sposobu opisu oraz analizy wielowymiarowych rozktadoéw
prawdopodobienstwa oraz wykorzystali zaproponowane nowe narzedzia do modelowania 1
badania tych wielkoSci, ktore maja charakter wielowymiarowych wektorow losowych.

W prezentowanej obecnie pracy — nalezacej takze do nurtu badan nad wielowymiarowymi
charakterystykami spoleczno-gospodarczymi — wuzyskane wczesniej ,,nowe” narzedzia
probabilistyczne wykorzystane zostang do opisu oraz badania wybranych wektorowych
charakterystyk polskiego rynku kapitalowego. Zasygnalizujmy juz w tym miejscu, ze
wspotrzednymi badanych wektoréw beda poziomy indeksow gietdowych: WIG, WIG-20,
WIG-Banki oraz WIG-Paliwa a takze rentownosci tych indeksow. Dane, ktore wykorzystamy
w czesci merytorycznej artykutu (p.2) pochodzg z okresu od 4 stycznia 2016 r. do 7 lipca
2017 .

W pierwszej, metodologicznej czeSci opracowania (p.l1) przypominamy — wskazujac

jednoczesnie na konkretne pozycje literaturowe — probabilistyczne i statystyczne narzedzia,
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czyli definicje oraz postaci zar6wno samych parametrow wielowymiarowych rozktadow
prawdopodobienstwa jak i ich estymatorow, ktorych wartosci, czyli oszacowania (oceny)

parametrow zostang wyznaczone i zinterpretowane w czg$ci merytoryczne;j.

1. Wybrane parametry wielowymiarowych rozkladéw prawdopodobienstwa oraz

ich estymatory

Podstawowymi charakterystykami rozkladu jednowymiarowej zmiennej losowej s3 jego
momenty zwykte oraz centralne [por. np. Feller 1969, Shao 2003]. W pracach [Tatar 1996,
1999] — wykorzystujac definicj¢ potggi wektora w przestrzeni z iloczynem skalarnym —
zaproponowano wielowymiarowe uogolnienie tych pojec.

Niech n,re N, =N w{0} oraz niech
L;(Q)z{x :Q — R" : X wektor losowy i '[||X||rdP < +oo}
Q

bedzie przestrzenig wektorow losowych sumowalnych (catkowalnych) w r —tej potedze.

Nadmienmy w tym miejscu, ze w literaturze probabilistycznej wielkosé menr] = I”X”r dP
Q

bywa niekiedy nazywana [por. np. Bilodeau i Brenner 1999] momentem rz¢du r wektora
losowego X i o0znaczana symbolem E[X ’] . Natomiast w pracy [Tatar 2002], przez analogi¢
do przypadku jednowymiarowego, wyrazenie to okre§lono jako moment absolutny rzedu r
wektora losowego X .
Rozwazmy zatem wektor X : £ — R" nalezacy do przestrzeni Lj,(¢2) taki, Ze jego moment
absolutny rzedu r jest skonczony. Przyjmijmy ponadto, ze
0'12 .+ P1n010n
5y = X . :
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jest klasycznie rozumiang macierzg kowariancji wektora X, za$

1 «+ P1n
RX — : . :
pln 1

macierza jego korelacji czastkowych.



Definicja 1. [Tatar 1996, 1999] Momentem zwyklym rzedu r wektora losowego X : 2 — R"

nazywamy wyrazenie «, (X)= E[X r] :

Zauwazmy, ze moment zwykly rzedu pierwszego wektora losowego jest wektorem warto$ci
oczekiwanych jego sktadowych, czyli ag,(X)=m(X)=EX ; moment ten bedziemy nazywaé

wartoscig oczekiwang wektora losowego X.

Definicja 2. [Tatar 1996, 1999] Momentem centralnym rzedu r wektora losowego

X :Q — R" nazywamy wielko$¢ g, ,(X)= E[(X - EX )r] .

Szczegdlne znaczenie ma moment centralny rzedu drugiego wektora X, czyli

M (X)= E[(X —EX )2] . Moment ten bedziemy nazywac wariancjg wektora losowego X

oraz oznacza¢ takze symbolem DX .

Za pomocg momentdw centralnych wektora losowego definiujemy z kolei takie
charakterystyki wielowymiarowego rozktadu prawdopodobienstwa jak wspodiczynnik

asymetrii czy kurtoza.

Definicja 3. [Tatar 2000] Wspotczynnik asymetrii wektora losowego X definiujemy jako

7/1,n(x)=SkeWX: 'US,n(X) _ E[(X—EX)S] |

(/Uz,n (X ))g (DZX)g

Zwro6¢my uwage, ze zdefiniowana powyzej miara asymetrii rozkladu wektora losowego

dostarcza takze wartosci wektorowej. Wskazuje ona zatem kierunek, na ktorym wystepuje

ewentualna ,,sko$no$¢” (asymetria). Do pomiaru i wyrazenia jej wielko§ci mozna z kolei

wykorzysta¢ dhugos¢ lub kwadrat wektora y7,4(X), czyli [y (X)| lub Bqa(X)= yEn(X).

Definicja 4. [Budny 2009, Budny i Tatar 2009] Kurtozg wektora losowego X nazywamy

wielko$¢ S, (X ) wyrazona jako

B4 (X) = KurtX = Han(X) _ E[(X —-EX )4]

(1, (X)F  (D°x)




W pracy [Budny 2012] wykazano, ze kurtoza wektora losowego N: 02 —R" o

wielowymiarowym rozktadzie normalnym z tg samg wektorowa warto$cig oczekiwang i tg

samg macierzg kowariancji jakimi charakteryzuje si¢ wektor losowy X przyjmuje postac

n n n n
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gdzie p; oznacza wspotczynnik korelacji sktadowych N; oraz N;wektora N .

Wykorzystujagc pojecie kurtozy w pracy [Budny 2014a] zdefiniowano kolejng

charakterystyke wielowymiarowego rozktadu prawdopodobienstwa.

Definicja 5. [Budny 2014a] Wspoiczynnikiem ekscesu (ekscesem) wektora losowego

X :02—>R" nazywamy wielko$¢ y, (X) okre$lona nastepujaco

n n
ZZ(DZXi)Z +2 Y pfD?X; - DX
i=1 i,j=1
i#
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W badaniu wielowymiarowych wielkosci losowych istotne znaczenie ma pomiar oraz analiza
ich wzajemnych zalezno$ci. Jedng z wazniejszych miar w tym zakresie jest wspofczynnik
korelacji wielowymiarowej.

Niech X :@2—>R™ oraz Y:02—R" bedg dowolnymi wektorami losowymi, przy czym o

wektorze Y zaktadamy, ze u, o(Y)=D?Y #0.



Definicja 6. [Budny 2017b] Wspéiczynnik korelacji wielowymiarowej (wspotczynnik

D?(Ax y X)

korelacji wektoréw losowych X oraz Y) definiujemy jako ppy1(X.Y )= 5
DY

, gdzie

Ax y jest macierzg realizujgcg warunek A Mmin ®) E[(Y —(AX + B))Z] .
SV (nxm)
BeM(nxl)(R)

Waznymi wlasno$ciami wspotczynnika korelacji wielowymiarowej sa jego nieujemnos¢ oraz
niezmienniczo$¢ wzgledem skali 1 translacji wektorow. Inng istotng wlasno$cia miary ppyyiti
jest brak jej symetrii; tzn. mogg istnie¢ pary wektoréw X oraz Y, dla ktorych zachodzi

nierownos¢  puuiti(X,Y)# pmureilY . X).

W pracy [Budny 2017b] wykazano, ze kwadrat zdefiniowanego powyzej wspotczynnika
korelacji wielowymiarowej mozna — w sposob rownowazny — zapisac jako
0 D2y
Phrur(X.Y)= ZT'PZ(X Yi)
i-1 DY
gdzie p(X,Y;) jest wspotczynnikiem korelacji wielokrotnej (wielorakiej) migdzy zmienng

losowa Y, a wektorem losowym X =(Xy,..., Xy, ), dla wszystkich i e {1,...,n}.

W praktyce, w analizie wielowymiarowych danych empirycznych — badajac ich
charakterystyki oparte na definicji potegi wektora — wykorzystuje si¢ (podobnie jak to ma
miejsce w przypadku jednowymiarowym) ich odpowiednie estymatory, czyli oszacowania
uzyskane na podstawie dostepnej proby statystycznej. W pracach [Budny 2014b, 2017a,
2017b] zaproponowano posta¢ estymator6w momentow zwyktych, momentow centralnych,
wspolczynnika asymetrii, kwadratu wspotczynnika asymetrii, kurtozy i ekscesu wektora
losowego oraz wykazano, ze sa to statystyki zgodne i (co najmniej) asymptotycznie
nieobcigzone. Dla potrzeb dalszej czgsci pracy przypomnijmy ich definicje.

Niech w dalszym ciggu X : @2 —R" bedzie badanym n-wymiarowym wektorem losowym
oraz niech keN oznacza liczebno$¢ wykorzystywanej proby losowej. Sama za$ proba
losowa prosta z rozktadu n—wymiarowego niech bedzie ciggiem wektorow

X':QO->R", ..., X":Q>R".



Definicja 7. [Budny 2014b, 2017b] Estymatorem momentu zwyklego rzedu r wektora
losowego (inaczej: momentem zwyklym rzedu r w probie wielowymiarowej) nazywamy
statystyke

(X'

Qrp= =1 " . 1)

N

Szczegbdlne znaczenie ma estymator momentu zwyklego rzedu pierwszego (estymator

wartosci oczekiwane;j), czyli a; , oznaczony takze symbolem X.

Definicja 8. [Budny 2017a, 2017b] Estymatorem momentu centralnego rzedu r wektora
losowego (momentem centralnym rz¢du r w probie wielowymiarowej) nazywamy statystyke

k .

> (x!-xf

i=1

My =12 2)

W tym przypadku szczegolnie istotny jest estymator momentu centralnego rzgdu drugiego

(tzn. estymator wariancji) m, .

W konsekwencji pierwiastek kwadratowy z wariancji, czyli

©)

jest estymatorem odchylenia standardowego.

Estymatory momentow zwyktych 1 centralnych postuzyly do zdefiniowania kolejnych
waznych statystyk.

Definicja 9. [Budny 2017b] Estymatorem wspéiczynnika asymetrii wektora losowego

(inaczej: wspotczynnikiem asymetrii w probie wielowymiarowej) nazywamy wielko$¢

) m
Yin = 3 3" (4)
(m2 n E
Naturalng konsekwencja powyzszej definicji sg postacie:

estymatora dtugosci wektora (wspotczynnika) asymetrii

Yin|= L”s , oraz (5)

m2,n)2

estymatora kwadratu wspotczynnika asymetrii wektora losowego [Budny 2017b]:

Bin=01nf- (6)



Kolejne dwie definicje dostarczajg postaci estymatorow wspotczynnikéw koncentracji i
sptaszczenia wielowymiarowego rozktadu prawdopodobienstwa.
Definicja 10. [Budny 2017b] Estymatorem kurtozy wektora losowego (kurtoza w probie

wielowymiarowej) nazywamy statystyke

A M4 n
= 7
ﬂZ,n (mz,n )2 ( )

Definicja 11. [Budny 2017b] Estymatorem wspotczynnika ekscesu wektora losowego

(wspotczynnikiem ekscesu w probie wielowymiarowej) nazywamy wielkos¢

n n
i 2 0
ZZ(mZ,n)z +2 )] m2,nm2],n
i—1 i j=1
i#]

7;2,n ::BAZ,I’] -1+ (m2 n)z ) (8)

przy czym miz,n 0znacza ,,jednowymiarowa” wariancj¢ w probie i—tej wspolrzednej wektora

losowego, a riJZ wspotczynnik korelacji czastkowej w probie migdzy i—tg oraz j—tg

wspohrzedna, dla wszystkich i, j € {1,...,n}.

Na koniec tej czgsci pracy przypomnijmy posta¢ estymatora zaproponowanej w definicji 6

miary zalezno$ci wektorow losowych X : 2 —-R™ oraz Y : Q2 —R".

Definicja 12. [Budny 2017b]
Estymatorem kwadratu wspotczynnika korelacji wielowymiarowej wektoréw X oraz Y
nazywamy wielko$¢
n Y
multl(x Y) z z XY’ (9)

gdzie mgin jest klasycznym estymatorem ,,jednowymiarowej” wariancji zmiennej losowej Y, ,

n
= ngi’n, natomiast R)Z( Y, jest estymatorem kwadratu wspodtczynnika korelacji

wielokrotnej migdzy zmienng losowa Y; a zestawem zmiennych losowych Xi,...,.Xp,, czyli

wektorem losowym X =(Xq,..., Xy, ), dla wszystkich i e {1,...,n}.



2. Wybrane charakterystyki polskiego rynku kapitalowego — analiza

W tej czesci pracy wykorzystamy przypomniane w p.l charakterystyki wielowymiarowych
rozktadéw prawdopodobienstwa (oraz ich estymatory) w badaniu kilku wektorow losowych
wybranych z polskiego rynku finansowego. Wspotrzednymi (sktadowymi) tych wektorow
beda wielko$ci wymienione we wstepie do niniejszego opracowania.
Probe, ktorg wykorzystamy do uzyskania ,,ocen” wybranych parametréow rozktadu badanych
wektorow stanowig dane pobrane ze strony www.money.pl . Sg to poziomy ,,zamkniecia” w
kazdym dniu notowan w okresie od 4 stycznia 2016 r. do 10 lipca 2017 r. W przypadku
danych nominalnych wykorzystujemy zatem probe 380-clementowa, za§ w badaniu
rentownos$ci wybranych instrumentoéw (indeksow gietdowych) — z oczywistych wzgledow —
probg 379-elementowg. Dla kazdego z wyspecyfikowanych wektorow finansowych
wyznaczymy estymatory nast¢pujacych parametrow ich rozktadow:

a) wartos¢ oczekiwana (wektor); wg. wzoru (1)

b) wariancja tgczna (skalar); wg. wzoru (2)

C) odchylenie standardowe lqczne (skalar); wg. wzoru (3)

d) wspotczynnik asymetrii (wektor); wg. wzoru (4)

e) norma/dtugos¢ wspotczynnika asymetrii (skalar); wg. wzoru (5)

f) kwadrat wspélczynnika asymetrii (Skalar); wg. wzoru (6)

g) kurtoza; wg. wzoru (7)
oraz

h) wspdlczynnik ekscesu; wg. wzoru (8) .
W celach pogladowych, poznawczych oraz porownawczych w kazdym przypadku
wyznaczymy takze: macierz kowariancji, macierz wspotczynnikow korelacji czgstkowych oraz
klasycznie rozumiane nastepujace charakterystyki rozkltadéow brzegowych: wartosé
oczekiwana, wariancja, odchylenie standardowe, wspoiczynnik asymetrii, kurtoza oraz
wspolczynnik ekscesu.
Dla wybranych par badanych finansowych wektorow losowych wyznaczymy takze (wg.
wzoru (9)) estymator kwadratu wspotczynnika korelacji wielowymiarowej jako jedna z miar

ich zaleznosci.


http://www.money.pl/

2.1.

Niech X; oznacza warto$¢ indeksu WIG, X,- warto$¢ indeksu WIG-20, Xj3- wartos$¢

indeksu WIG-Banki oraz X,- wartos¢ indeksu WIG-Paliwa na Warszawskiej Gietdzie

Papierow  Warto$ciowych.

X =(X1,X2,X3,X4). Korzystajac z danych, o ktérych mowa we wprowadzeniu do p. 2, tj. z

Jako

pierwszy

poddamy

proby 380-elementowej, otrzymujemy nastepujgce wyniki:

a) macierz kowariancji

36590093,7 1265614,20 3773372,28 6361990,66

1265614,20 46583,96

X

3 134004,30 220345,67
| 3773372,28 134004,30 413766,16 630121,41

6361990,66 220345,67 630121,41 1169543,6

b) macierz wspotczynnikow korelacji czastkowej

1 0,9694 0,9698 0,9725
0,9652 0,9440
1 0,9058

0,9694 1

Ry =
0,9698 0,9652

0,9725 0,9440 0,9058 1

C) charakterystyki rozktadow brzegowych wektora X
Tabela 1: Estymatory charakterystyk rozktadow brzegowych

badaniu

wektor

Charakterystyka WIG WIG-20 | WIG-Banki | WIG-Paliwa
Warto$¢ oczekiwania 50976,24 | 1 955,92 6 376,48 5 323,85
Wariancja 36590 093,47 | 46 583,96 | 413766,16 | 1169 543,61
Odchylenie standardowe 6 048,98 215,83 643,25 1081,45
Wspotczynnik asymetrii 0,6267 0,6909 0,5168 0,8203
Kurtoza 1,8384 1.9625 1,9341 2,1897
Wspotczynnik ekscesu -1,1616 -1.0375 -1,0659 -0,8103

Zrodlo: Opracowanie wlasne

d) charakterystyki taczne wektora X

Tabela 2: Estymatory charakterystyk fgcznych rozktadu wektora losowego X
(opartych na definicji potegi wektora)

Charakterystyka Warto$¢ estymatora
EX (50 976,24; 1 955,92; 6 376,48; 5 323,85)
D2X 38219 987,20

Odchylenie standardowe 6 182,23

71,n(x) (0,6162; 0,0238; 0,0625; 0,1197)
Norma (dtugos¢) 71 n 0,6313

Brn(X) 03585

Ban(X) LTS




)| 13468

Zrodlo: Opracowanie wlasne

Interpretacja wynikow:

(i)

(i)

(iii)

(iv)

(v)

Wariancja taczna wektora losowego X jest rowna sumie wariancji rozktadow
brzegowych. Fakt ten nie jest zaskoczeniem poniewaz w pracach (Tatar 1996;
Tatar 1999) udowodniono prawdziwo$¢ tego zwigzku w przypadku kazdego
wektora losowego.

Najwickszy wptyw na warto$¢ lacznego odchylenia standardowego wektora

losowego X ma odchylenie standardowe zmiennej losowej X, czyli poziomu

indeksu WIG.

Kazdy z rozktadow brzegowych wektora X charakteryzuje si¢ wyrazng asymetrig
prawostronng (,,dodatnig”). Najbardziej ,,wydluzone prawe rami¢” ma rozktad
zmiennej ,, WIG-Paliwa” (0,8203) za$ najmniej rozktad indeksu ,,WIG-Banki”.
Laczna asymetria wektora X wyrazona czterowymiarowym wektorem

710 =(0,6162,0,0238;0,0625;0,1197) rowniez wskazuje na ,,dodatnig skosnos¢”

jego rozktadu na kazdym z czterech kierunkow. Jednak zdecydowanie najwigksza
wartos¢ ma ta wspotrzedna wektora asymetrii, ktora odpowiada ,kierunkowi”
(zmiennej losowej) WIG. Co wigcej, dlugos¢ wektora asymetrii tgcznej (0,6313)
jest zblizona do warto$ci wspotczynnika asymetrii brzegowej zmiennej losowej
WIG. To spostrzezenie sklania do konkluzji, Ze proba analizy asymetrii wektora
losowego poprzez analiz¢ asymetrii jego rozkladéw brzegowych moze prowadzi¢
do nieuprawnionych wnioskow. W rozwazanym przez nas przypadku takie
podejscie mogloby — btednie — sugerowac, ze wektor X bedzie charakteryzowat sig
najwickszg asymetrig (sko$noscig) na kierunku WIG-Paliwa. Mozemy zatem
sformutowac — skadingd zupehie ,,zdroworozsadkowy” — wniosek, ze analizujac
asymetri¢ rozktadow wielowymiarowych nie wystarczy zbada¢ jak bardzo (i w
ktora strong) ,,wydtuzone” sa ramiona rozkladéow brzegowych ale trzeba nadto
zmierzy¢ jak duza ,,masa prawdopodobienstwa” miesci si¢ pod owymi ramionami,

a na to pozwala wtasnie wspotczynnik asymetrii tacznej yq, .

Ostatnie dwa wskazniki, tzn. kurtoza oraz (bedacy jej konsekwencja)
wspotczynnik ekscesu moga by¢ interpretowane jako miary odpowiednio
»splaszczenia” badanego rozktadu oraz jego rdéznienia si¢ (,,odbiegania) od

rozktadu normalnego o tej samej wartosci oczekiwanej oraz wariancji.



2.2.

Interpretacja ta odnosi si¢ zarowno do rozktadow jednowymiarowych jak i
wielowymiarowych. W przypadku badanego przez nas wektora indeksow
gietldowych najwigkszym sptaszczeniem charakteryzuje si¢ rozktad brzegowy
WIG-Paliwa (2,1897) chociaz jest on najmniej (sposrod wszystkich czterech
rozktadéw brzegowych) ,,odbiegajacy” od rozktadu normalnego (eksces rowny -
0,8103).

Kurtoza tacznego rozktadu wektora X przyjmuje wartos¢ (1,84190) zblizong do
wartosci kurtozy glownego indeksu WGPW, czyli WIG-u. Podobnie rzecz si¢ ma
w odniesieniu do wskaznika ekscesu: czterowymiarowy rozktad wektora indeksow
gieldowych r6zni si¢ od odpowiadajacego mu rozkltadu normalnego w
przyblizeniu w tym samym stopniu (-1,1488) w jakim rozktad WIG-u r6zni si¢ od
rozktadu normalnego o warto$ci oczekiwanej 50 976,24 oraz odchyleniu
standardowym 6048,98.

Interpretujac warto$¢ estymatora wspotczynnika ekscesu nalezy ponadto zwrdcicé
uwage na jego znak. Ujemna warto$¢ wskazuje na to, ze ,,odbieganie” od rozktadu
normalnego ma miejsce przede wszystkim dla realizacji bardziej odlegtych od
warto$ci oczekiwanej (czyli w przypadku jednowymiarowym na tzw. ,,ogonach”)
za$ dodatni wspolczynnik ekscesu $wiadczy o roznicach miedzy badanym

rozktadem a rozktadem normalnym dla realizacji bliskich warto$ci $rednie;.

Przy oznaczeniach z p. 2.1 bedziemy teraz rozwazaé wektor losowy Y =(X;,X5), czyli

wektor ktorego brzegowymi zmiennymi losowymi sg WIG oraz WIG-20. Korzystajac z tej

samej proby historycznej (cigg 380-elementowy) wyznaczymy estymatory charakterystyk

wymienionych na poczatku p. 2. Stosujgc stosowne formuly otrzymujemy:

a)

b)

macierz kowariancji

{36590093,4’ 1265614,2(1
Y =

1265614,20 46583,96

macierz wspotczynnikow korelacji czastkowe;j

{ 1 0.9694}
Ry =

0.9694 1

charakterystyki rozkladow brzegowych wektora Y; wartosci estymatorow zostaty

obliczone w p. 2.1 i znajduja si¢ w Tabeli 1.



d) charakterystyki tgczne wektora Y

Tabela 3: Estymatory charakterystyk {gcznych rozktadu wektora losowego Y

(opartych na definicji potegi wektora)

Charakterystyka Warto$¢
EY (50 976,24 ; 1 955,92)
D2y 36 636 677,43
Odchylenie standardowe 6 052,82
rin(Y) (0,6264 ; 0,0242)
Norma (dlugo$¢) 71 n 0,6269
Bin(Y) 0,3930
Bon(Y) 1,8384
y2,n(Y) 11,1613

Zrédlo: Opracowanie wlasne

Interpretacja wynikow

(i)

(i)

(iii)

Podobnie jak w przypadku wektora badanego w p. 2.1 wariancja faczna jest liczba,
czyli skalarem nie za§ wektorem. Jest to immanentna wlasno$¢ wariancji liczone;j
wedlug nowej koncepcji charakteryzacji wielowymiarowych rozkladow
prawdopodobienstwa. Co wigcej, wedlug tej koncepcji wszystkie momenty rzgdu
parzystego sa skalarami, za§ wszystkie momenty rzedu nieparzystego s3
wektorami. I znowu: nie powinno to budzi¢ zadnego zaniepokojenia; przeciwnie,
skoro momenty rzedu nieparzystego majg stuzy¢ (i stuzg) do definiowania
parametrow potozenia rozktadu, to w przestrzeni wielowymiarowej powinny by¢
wektorami; skoro za§ momenty rzedu parzystego wykorzystuje si¢ do okreslania
parametroOw rozproszenia danego rozktadu, to — takze w przestrzeni
wielowymiarowej — powinny by¢ skalarami (liczbami).

Rowniez teraz, wspotczynniki asymetrii obliczone oddzielnie dla obydwu
rozktadow brzegowych mogtyby sktania¢ do btednego wniosku, ze badany wektor

losowy jest ,,bardziej asymetryczny” na kierunku X,, tzn.WIG-20, (0,6909 vs

0,6267). Tymczasem wyznaczony lgczny (wektorowy) wspotczynnik (0,6264 ;
0,0242) wskazuje na zdecydowang skosno$¢ na kierunku WIG. O przyczynach
takiego stanu rzeczy pisaliSmy interpretujac wyniki uzyskane w p. 2.1,

Rozktad prawdopodobienstwa wektora dwoch indeksow gietdowych rozwazanego

w tym punkcie pracy takze charakteryzuje si¢ znacznym sptaszczeniem (kurtoza



rowna 1,8384) oraz ,,odbieganiem” od normalno$ci (-1,1613) przede wszystkim
dla tych realizacji, ktore sa dos$¢ odlegle od warto$ci oczekiwanej (ujemny
wskaznik ekscesu).

(iv)  Dwuwymiarowos¢ wektora Y stwarza mozliwos¢ graficznego przedstawienia jego
rozktadu. Ponizej prezentujemy trzy wykresy: histogram rozkladu wektora Y
skonstruowany w oparciu o przywolywang juz 380-elementowg probe;
dwuwymiarowy rozktad normalny o tej samej wartoSci oczekiwanej oraz
wariancji; a takze jednoczesne zestawienie obydwu grafik. Wykresy te

potwierdzajg stusznos¢ sformutowanych wezesniej wnioskow.

Niestety, z przyczyn oczywistych, nie jest mozliwe graficzne zobrazowanie
rozktadu (oraz jego charakterystyk) czterowymiarowego wektora badanego w

poprzednim punkcie pracy — wymagatoby to sporzadzenia wykresu w przestrzeni

pigciowymiarowej (!).

Rysunek 1 Histogram rozktadu wektora Y.
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Rysunek 2 Dwuwymiarowy rozktad normalny o wektorze wartosci oczekiwanych EY i macierzy
kowariancji X, .

DWUWYMIAROWY ROZKLAD NORMALNY

d.x 1077

3ok 10

2o 0T

TR

40Ky

S0 e
SE0IN o

WIG IR =00 d
() E

Zro6dlo: opracowanie whasne

Rysunek 3 Zestawienie histogramu oraz dwuwymiarowego rozktadu normalnego.
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2.3.

Niech w dalszym ciggu obowiazuja ustalenia z punktu 2.1 oraz niech Y =(Xy,X,) i
Z =(X3,X,). Bedziemy zatem rozwazaé dwa dwuwymiarowe wektory: Y =(WG ,WG —20)
oraz Z =(MG — Banki WMIG — Paliwa). Zbadamy ich wzajemng zalezno$¢ obliczajac — wedhug
wzoru (9) — estymator kwadratu wielowymiarowego wspotczynnika korelacji. Otrzymujemy:

peuiY,Z)=0,9473  oraz  pZ,i(z.Y)=0,9898 .

Powyzszy rezultat potwierdza, ze wykorzystywany w niniejszej pracy wspotczynnik korelacji
(jako miara zalezno$ci wektorow losowych) nie ma wilasno$ci symetrii. I nie nalezy w tym
upatrywac niczego zaskakujgcego: pozostajac we wzajemnym zwigzku wektory Y i Z petnig
w nim rézne role, a zatem ,,sita” zaleznosci Y od Z nie musi by¢ (i na 0og6t nie jest) taka sama
jak ,.sita” zaleznosci Z od Y. Uwaga powyzsza obowigzuje takze w przypadku zmiennych
losowych jednowymiarowych: jezeli — na przyktad — zysk danego przedsiebiorstwa w jakims
stopniu zalezy od og6lnego poziomu rynkowych stop procentowych, to przeciez wysokosé
stop procentowych zapewne w innym stopniu (jezeli w ogole) zalezy od zysku tego
konkretnego przedsigbiorstwa. W rozwazanym przez nas przypadku okazuje si¢, ze obie
zaleznosci (Y od Z oraz Z od Y) sg bardzo silne, co — biorgc pod uwage sktadowe oraz
strukture tych wektorow Y 1 Z — nie jest zaskoczeniem. Nie zaskakuje takze fakt, ze w tym

przypadku zalezno$¢ migdzy Z a Y jest wyraznie silniejsza niz zalezno$¢ miedzy Y a Z.

2.4.

Niech w dalszym ciggu X = (Xl, X5,X3, X4) bedzie wektorem ustalonym na poczatku punktu
2.1, czyli wektorem czterech wybranych indekséw notowanych na WGPW. OkreSlmy
ponadto wektor U =(U;U,U3U,), gdzie U; jest dobowa (lepiej: jednosesyjng)
rentownoscig indeksu WIG, U, - dobowa rentownoscig indeksu WIG-20, U3 - dobowa
rentownoscig indeksu WIG-Banki i wreszcie U, - dobowa rentownoscia wskaznika WIG-
Paliwa. Rozwazamy zatem czterowymiarowy wektor rentownos$ci (stop zwrotu) wybranych
indekséw. Poniewaz mowimy o klasycznie rozumianych rentownosciach jednosesyjnych,
wigc historyczna proba, ktora wykorzystamy do dalszych obliczen jest proba 379-
elementow3.

Postepujac podobnie jak dotychczas oraz korzystajac z odpowiednich formut otrzymujemy:

a) macierz kowariancji



0.000086 0.000103 0.000118 0.000091
0.000103 0.000129 0.000145 0.000114
~10.000118 0.000145 0.000205 0.000093
0.000091 0.000114 0.000093 0.000222

2y

b) macierz wspotczynnikoéw korelacji czastkowej

1 0.9825 0.8892 0.6587

0.9825 1 0.8937 0.6765

"|0.8892 0.8937 1 0.4381
0.6587 0.6765 0.4381 1

U

c) charakterystyki rozktadow brzegowych wektora U
Tabela 4: Estymatory charakterystyk rozktadow brzegowych

rent. WIG-Banki rent WIG-
Charakterystyka rent. WIG | rent. WIG-20 )

Paliwa
Warto$¢ oczekiwania 0,000818 0,000706 0,000659 0,001463
Wariancja 0,000086 0,000129 0,000205 0,000222
Odchylenie standardowe 0,009274 0,026571 0,014318 0,014900
Wspotczynnik asymetrii -0,2429 -0,0012 0,3592 0,0646
Kurtoza 4,6668 3,8779 4,9574 3,5143
Wspotczynnik ekscesu 1,6668 0,8779 1,9574 0,5143

Zrodlo: Opracowanie wlasne

d) charakterystyki tgczne wektora U

Tabela 5: Estymatory charakterystyk {gcznych rozktadu wektora losowego U
(opartych na definicji potegi wektora)

Charakterystyka Warto$¢
EU (0,000818 ; 0,000706 ; 0,000659 ; 0,001463)
DU 0,000641
Odchylenie standardowe 0,025318
y1nU) (-0,002488 ; 0,023501 ; 0,072290 ; 0,004629)
Norma (dtugos¢) 71 pn 0,076197
prn) 0,005806
Bon(U) 3,0710
y2nU) 0,7748

Zrédlo: Opracowanie wiasne




Interpretacja uzyskanych wynikow:

(i)

(i)

(iii)

2.5.

Rozwazajac odrgbnie rozktady brzegowe wektora U zauwazamy, ze najwigksza
asymetrig (prawostronng) charakteryzuje si¢ zmienna losowa ,,rent. WIG-Banki”
(0,3592); kolejng zmienng jest pod tym wzgledem ,rent. WIG” (-0,2429);
najmniejsza asymetri¢ brzegowa wykazuje ,,rent. WIG-20” (-0,0016). Z kolei
asymetria taczna (wektorowa) wskazuje, ze wprawdzie wektor U charakteryzuje
si¢ najwieksza sko$noscig takze na kierunku ,,rent. WIG-Banki” (0,0723) ale
kolejnym jest kierunek ,,rent. WIG-20 ze skosno$cig rowng 0,0235.

Kurtoza taczna wektora U wynosi 3,071 i jest zdecydowanie mniegjsza niz kurtoza
kazdego z rozktadow brzegowych. Oznacza to, ze tacznie rozpatrywany wektor
rentownosci indekséw gieldowych nie wykazuje az tak duzego ,,splaszczenia” jak
kazdy z jego rozktadow brzegowych.

Miara ,,odbiegania” rozktadu lacznego wektora rentownosci od rozktadu
normalnego (wspotczynnik ekscesu) wynosi 0,7748 i jest znacznie nizsza od
ekscesu wyznaczonego w p.2.1 dla wektora warto$ci nominalnych wybranych
indekséw. Potwierdza to stuszno$¢ podejscia stosowanego w badaniu
jednowymiarowych cen aktywow oraz ich rentownosci, zgodnie z ktérym o ile
czesto uzasadnionym jest zatozenie o normalno$ci rozktadu stop zwrotu, to na
ogot btednym byloby analogiczne przypuszczenie w odniesieniu do cen

nominalnych rozwazanych aktywow.

Niech U=(U;,U,U3Uy) bedzie w dalszym ciggu wektorem rentowno$ci wybranych

indeksow WGPW okreslonym w p. 2.4. Rozwazmy teraz wektor V =(U;,U,), czyli

V =(rentWMG ,rentWG —20). Wykorzystujac w dalszym ciggu 279-elementowy ciag

danych historycznych otrzymujemy nastgpujace estymatory wybranych charakterystyk:

a) macierz kowariancji

_[0.000086 0.000103
V' "10.000103 0.000129

b) macierz wspotczynnikow korelacji czastkowe;

1 09825
Ry =
09825 1



C) charakterystyki rozktadéow brzegowych wektora V; wartosSci ich estymatoréw
zostaty obliczone w p. 2.4 1 znajduja si¢ w Tabeli 4.
d) charakterystyki taczne wektora V

Tabela 6: Estymatory charakterystyk fgcznych rozktadu wektora losowego V
(opartych na definicji potegi wektora)

Charakterystyka Wartos¢
EV (0,000818 ; 0,000706)
D2 0,000214
Odchylenie standardowe 0,014629
y10(V) (-0,088765 ; -0,047867)
Norma (dlugos¢) 77 0,100849
PrnV) 0,010171
BonlV) 4,1276
y2nV) 1,1609

Zrodlo: Opracowanie wlasne

Interpretacja uzyskanych wynikow:

Q) Kolejny raz zauwazamy, ze taczny wektor asymetrii 71,n(V) wskazuje na zupehie
inny jej kierunek niz ten, ktéry moglby byé odczytany z wspoétczynnikow
asymetrii rozktadow brzegowych. Takze ,,poziom (wielko$¢)” asymetrii tgcznej
jest rézna od poziomu asymetrii rozktadow brzegowych.

(i)  Kurtoza oraz wspotczynnik ekscesu rozktadu wektora V sugeruja, ze znacznie
bardziej ,,odbiega” on od rozktadu normalnego niz byto w przypadku rozwazanego
w p. 2.4 wektora U. Fakt ten mozna takze dostrzec na ponizszych ilustracjach:
zauwazamy, ze histogram rozkladu wektora V jest zdecydowanie bardziej
»splaszczony” niz rozklad normalny o tej samej wartosci oczekiwanej oraz

wariancji.



Rysunek 4 Histogram rozkladu wektora V.
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Rysunek 5 Dwuwymiarowy rozktad normalny o wektorze wartosci oczekiwanych EV i macierzy

kowariancji X, .
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Rysunek 6 Zestawienie histogramu oraz dwuwymiarowego rozktadu normalnego.
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Zrodlo: opracowanie wlasne

2.6.

W ostatnim punkcie prowadzonej analizy przyjmijmy, ze V =(U;U,) oraz W=(U3,U,),
gdzie U,U,U3U,; maja znaczenie nadane im w p. 2.4. Rozwazamy zatem dwa
dwuwymiarowe wektory:

V =(rentWG ,rentWMG — 20) oraz W =(rentWIG — Banki,rent\WMG — Paliwa).
Obliczajac estymatory kwadratu wspotczynnikow korelacji wielowymiarowe (korzystajac z
wzoru (9)) otrzymujemy:

PRV W)=0,6249 oraz peuilW v)=0,8919 .

Komentarz jaki mozna uczyni¢ do uzyskanych wynikéw jest analogiczny do tego jaki

sformutowaliSmy na zakonczenie p. 2.3 .

Uwagi koncowe i perspektywy badawcze
Zaprezentowane w  pracy przyklady  wykorzystania  tacznych  charakterystyk
wielowymiarowych rozktadéw prawdopodobienstwa pozwalaja sformutowaé wniosek, ze

owo odmienne od klasycznego podejs$cie do analizy rozktadow wektoréw losowych pozwala



wierniej opisa¢ badang rzeczywisto$¢ niz badanie ich jednowymiarowych wektorow
losowych. Odnosi si¢ to m.in. do takich ich charakterystyk jak asymetria, kurtoza czy
wspotczynnik ekscesu. W szczego6lnosci eksces rozktadu wielowymiarowego moze by¢
wazng przestanka na rzecz ewentualnego formulowania hipotezy o jego normalnosci.
Oczywiscie, taka hipoteza musiataby zosta¢ poddana stosownej weryfikacji. Do tego za$
potrzebne bada odpowiednie testy statystyczne. Konstrukcja takich testow jawi si¢ jako
kolejne zadanie w procesie rozwijania koncepcji ,,nowej charakteryzacji wielowymiarowych
rozktadow prawdopodobienstwa”. Owszem, zadanie to nie musi by¢ latwe ale — zdaniem
autorow — dogodnym punktem wyjscia do jego realizacji mogg by¢ uzyskane juz wczesniej
postaci estymatorow szeregu charakterystyk. Estymatory te z powodzeniem zostaly

wykorzystane takze w niniejszym opracowaniu.

Publikacja zostala sfinansowana ze srodkow przyznanych Wydziatowi Finansow i Prawa
Uniwersytetu Ekonomicznego w Krakowie w ramach dotacji na utrzymanie potencjatu

badawczego.
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